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Gary King on Simplifying Matching Methods for Causal Inference: 

This speech is about causal inference and matching. First of all, the most 
popular method of matching is called Propensity Score Matching (PSM), and it 
sounds almost magical. It is very difficult to find two people who match in all 
respects, one who receives treatment and another who doesn’t receive 
treatment. The more covariates you have, the more informative your analysis 
is, but the harder it is to find a match. The idea of PSM is that there is a way of 
taking the multitude of variables that describe each person, because it is very 
difficult to find another person who matches on all of the variables, and 
through the magic of propensity score, squash them down into one variable so 
that it is easier to find a match. It sounds magical, doesn’t it? It always 
bothered me when I learned it, and I always thought that there was something 
wrong with it. It took us a long time, but we wrote an article: “Why Propensity 
Score Should Not Be Used for Matching.” Propensity scores are great, and 
matching is great, but the two together are a disaster. I’ll explain why later. 

Do powerful methods have to be complicated? We came up with a method 
of matching that’s very clear, very simple, and turns out to be statistically very 
powerful. It’s called Coarsened Exact Matching (CEM). It’s so simple that if I 
were going to teach an intro course again to new students, and I wanted to 
teach causal inference, I would teach CEM before I taught regression. Usually 
students learn causal inference, then regression, then the problems in 
regression, then try to correct for the problems in regression, and then they 
might do matching. However, I think it’s actually much simpler to start with 
matching because it conveys very clearly what the control and treated groups 
are, and that’s the essence of causal inference. When teaching freshmen how to 
do this, and they realize themselves that they are not going to be able to find an 
exact match, they will invent the idea of taking a nearby point. How do you 
take a nearby point? You find someone who is close. How do you measure 
close? You have to extrapolate. How do you extrapolate? Why not draw a line? 
I think this way is much more motivating, and this method is very simple and 
powerful. 

Matching methods tend to optimize balance between the treated group and 
the control group. The point of matching methods is to get a treated group and 
a control group that are the same prior to treatment. If you only give the 
healthy people the medicine, and the unhealthy people the control, then it’s 
going to look like the treatment had an effect even if it didn’t have an effect. You 
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want balance, but at the same time, the way you get balance is to prune 
observations. It’s counterintuitive, but you throw away certain observations 
and then you can get the treated and control groups to be more alike. However, 
you don’t want to throw away too many observations. The point of 
observational data analysis is to collect information, so most methods either 
optimize imbalance, or they try to get the largest number of possible 
observations, and you have to see whether you achieved any balance at the end 
of the procedure. You really should do both, and so we have a method that does 
both (The Matching Frontier). 

Let me start with matching to reduce model dependence. This is a figure 
from a paper that we wrote in Political Analysis in 2007: 

 

Education is on the horizontal axis, and since this is a hypothetical dataset, 
I didn’t even go so far as to make up a name for the outcome variable. There 
are some treated units, where the treatment variable is a “1”, and there are 
some control units, where the treatment variable is a “0”. The goal here is to 
figure out what the effect of T vs C (Treatment vs Control) is on the outcome, 
holding education constant. The traditional way, the way we would have 
learned in graduate school, is to run a regression. The key causal variable is T 
vs C, so it’s a dichotomous variable, and the control variable is education. So 
after running that regression, this is what it looks like: 
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The Cs fit to the bottom line (blue) and the Ts fit to the top line (red). This 
means the causal effect is bottom (blue) to top (red). If you apply the treatment, the 
outcome goes up. Yet, you may think to yourself: “Wait a minute, I was going to 
write up an article where the effect was going to be negative, and this is positive,” 
so what’s a researcher to do? You may look at it and think that it doesn’t really fit 
that well, so maybe it would be plausible to have a quadratic equation instead of a 
linear equation. The word “plausible” has gotten us into more trouble than any 
other word. So after running a quadratic equation, which looks like it fits a little 
better, the causal effect is now negative and runs from top (red) to bottom (blue): 
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This is convenient for the analyst, because we can pick whether we want 
to write up results with a positive effect or a negative effect. This is the 
definition of model dependence. It’s the problem that matching really helps 
resolve. Let’s forget these equations and think about how we can analyze the 
same data with matching. 

Matching prunes observations. I don’t think it should have been called 
“matching”, rather it should have been called “pruning”, because that’s basically 
what it does. You prune away certain observations under very specific conditions 
so that you don’t create selection bias, this results in a dataset with less model 
dependence, which means less changes to the results due to small decisions. After 
all, do you know whether it should be linear or quadratic in most applications? 
You don’t really know, and there is no real theory that says it has to be quadratic. 
It’s hard to really justify what it is, and it would be much better for us if the 
results did not depend upon deciding whether to put a squared term into the 
regression, or deciding whether to log the dependent variable, or whether to 
put a prior on the analysis, or whether to drop the outliers, or deciding what the 
sample period should be, and so on. We make these little decisions, and they 
have big effects, which end up giving us a lot of heartbreak. 

The matching method pruned away the observations that have been 
grayed out, then fit the linear regression to the remaining data. The way we 
deleted the observations does not create selection bias because it only turns out 
to be a function of the explanatory variable and not the dependent variable: 
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For the linear regression, the causal effect goes from top (blue) to bottom 
(red), so there is no change. The causal effect is about zero now, meaning that 
T vs C controlling for education doesn’t have an effect on the outcome. Our 
goal is to reduce model dependence, so we also ran a quadratic equation. It is 
already on the graph, so if you look really closely you can see it. The really 
interesting thing is that the linear model and the quadratic model are now giving 
basically the same answer. There is no more model dependence. We’ve gotten 
rid of it by doing matching, which is the point. It’s not some complicated new 
procedure, it’s relatively simple. Think of it as preprocessing. You have some 
data analysis procedure that you are going to do, and this is just preprocessing 
the data for it. Matching prunes the data in a very specific way, and then you 
do whatever it is that you were going to do originally with the dataset. It’s very 
simple and convenient, and you don’t have to change your method of calculating 
standard errors or anything like that. You get to say, when you are writing up 
your results, that you’ve reduced model dependence so those reviewers out 
there can’t get you. Also, when you are a reviewer, you should make the author 
do this because then you can have more confidence in the results. 

This is the general setup. Let’s go a little deeper and explain it in more 
detail. Without matching, imbalance between the treated and control groups 
leads to model dependence. If you have exact matching between the treated 
and control groups, it doesn’t matter what model you run, you are pretty much 
going to get the same answer. Imbalance leads to model dependence, and 
model dependence leads to researcher discretion. If there is model dependence, 
then we get to decide which model to write up: the linear one or the quadratic 
one, along with all of the millions of other decisions we have to make. Don’t 
think of yourself, rather think of other researchers. That other researchers have 
too much discretion, because when they have discretion, it leads to bias. That’s 
not a cynical remark, that’s actually based on scientific psychological research. 
If somebody who is doing data analysis has discretion, they will bias the 
results in their favor. In the event that a qualitative choice is made among a 
whole bunch of estimators, or among a variety of unbiased models, you will 
get a biased estimator. Let me give you an example. Suppose you ran 50 
randomized experiments, every one of which was done in exactly the right 
way. You are going to get different answers for the 50 experiments simply due 
to random variability. Now suppose you get to pick one to write up on the basis 
of the results. You could try to not be biased, but what’s actually going to 
happen is that you will be slightly in favor of your a priori hypothesis. 
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So what happens if you try really hard to avoid biases while doing analyses? 
Typically, we don't have a lot of unbiased analyses to choose from, some are 
biased and some are not, and we don’t know which are which, but we have to 
make a choice. We get to peek at the outcome and the result that we could write 
up. That peeking is going to cause bias. What happens if we understand this and 
try really hard to avoid biases? Psychologists have studied this and found that 
trying hard to avoid human biases does not work at all. This is because you don’t 
have access to the mental processes that are causing you to make biased decisions. 
We all have the flaw of being human. What if we took experts and we had them 
choose among a whole bunch of analyses on the basis of the results? Well, it turns 
out that experts overestimate their ability to control their own personal biases even 
more than non-experts, and the most prominent experts are the most overconfident. 
So, if you are an expert that’s a bigger problem. Suppose we take experts and we 
teach them about these psychological results, and we explain to them that we tend 
to bias things imperceptibly in our favor. As Nobel Prize winning psychologist 
Daniel Kahneman explained: “Teaching psychology is mostly a waste of time.” 
Teaching experts about these things basically doesn’t work. 

So what happens with matching? With matching you get rid of imbalance, 
you get rid of model dependence, you get rid of researcher discretion, and you get 
rid of bias. Once you have balance, you’re OK. There aren’t a hundred decisions to 
make, and when there are, you can get the same answer regardless of what your 
decision is. Model dependence is an incredibly serious statistical problem. In fact, 
if you think of the goal of statistics, the purpose of quite a lot of it is automating 
away human discretion. That’s the reason why we quantify things at the end of 
the day. If humans were good at looking at a bunch of data by themselves and 
picking out the right answers, we’d be fine, but that’s not how it is. 

Question: 

It seems that one of the problems is that researchers get to pick the results 
before they choose what to write down. So if this is the case, the implication is 
that the entire journal review process is flawed, because the editors and 
reviewers also get to see the results before they decide if they should publish 
an article or not. 

Gary King: 

That’s a good point. So there is a way around this which sometimes works 
and sometimes doesn't. It’s called preregistration. The idea is that before 
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looking at the results and collecting the data, you decide what you are going to 
do, what data you are going to collect, and which analyses you are going to do, 
and that’s it. It used to be that you had to do this in educational psychology. If 
you were writing a dissertation, you would write a decision tree and decide that 
if you ended up with a certain result, then you would conclude you were right, 
and if you ended up with another result, then you would conclude you were 
wrong, and that would be it. If you were wrong, you would still get your Ph.D. 
and then maybe write a concluding chapter talking about future research. I find 
that there are times when preregistration is very helpful, but I also tend to learn 
a lot during the process of doing data analysis. So, for example, for the talk I 
gave on “Reverse Engineering Chinese Government Information Controls”, if I 
had preregistered that study, I would have just given you a talk on automated 
text analysis, and not even necessarily about China. So, preregistration is 
sometimes the wrong thing to do, but other times it can help protect you. For 
example, I did a big study in Mexico where we randomly assigned hospitals to 
different communities. I flipped coins in my office and with heads a 
community got hospitals and doctors, medicine and money to pay for it all, and 
with tails the community would just continue to not get healthcare for at least 
three or four more years. It was the evaluation of a program. I certainly wanted 
that study preregistered because I wanted to conclude that it was either 
working or not working depending upon the data, and not depending upon the 
throngs of local officials who were going to be fired if it didn’t work. So, I 
brought them all into a room, and I drew a line and told them that if the results 
were below that line it was going to be: “It didn’t work”, and if the results 
were above that line: “It’s going to work”. So, as much as possible, I tried to 
tie my own hands, so that afterwards they wouldn’t accuse me and tie me up. 

Question: 

By doing that, do you also create an incentive for the local officials to put 
in every effort to make it work? Doesn’t that then create a problem of scaling up? 

Gary King: 

That’s an excellent point. We definitely did give them an incentive to make it 
work. The officials in that program already had incentives because their jobs 
depended on it, and the healthcare of Mexicans depended on it. We also gave them 
an incentive to comply with the experimental treatment and to stop non-compliance. 
We would randomly assign a community to receive healthcare. It was easy to verify 
whether or not the hospital had been built, but people in the community also had 
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to go affiliate themselves and their families to the program, while in the control 
groups they had to not be affiliated, and so the officials had to make sure that these 
things happened. We tried to set up incentives and use them to our advantage. 

Question: 

If you have a good theory that can guide you in testing whether you are 
supposed to use a linear or non-linear relationship, could that reduce the risk of 
model selection bias? 

Gary King: 

Yes, absolutely. It’s not only about having a theory, but that theory has to 
be right. If we have a theory that we really believe to be true, ideally on the 
basis of prior empirical evidence, then there wouldn’t be a problem. The 
problem is that in the social sciences we’re doing so many different things at 
the same time. I remember when during the AIDS crisis in the 1980s, I was on 
a plane sitting next to somebody studying HIV, and he was going to a 
conference where there were 16,000 people studying one virus. Yet I was going 
to the American Political Science Association conference with 6,000 people 
studying every conceivable thing having to do with politics. That means that 
basically every person attending the conference was studying something 
different. If you had something similar to the HIV conference where everyone 
was focused on one thing, then you might be able to develop theories that are 
really thoroughly tested, in which case they would be fine. 

So what is matching? Well, we have a dependent variable which is Y, and 
we have a treatment variable which is the treatment or the control, which we 
can generalize. We could have more categories, and there are other things that 
we could do, but I’m going to stick to the simplest case for the purposes of this 
talk. There are also pretreatment confounders which are things that are causally 
prior to the assignment of treatment vs control, and they account for all the 
important differences that treatment and control have on the outcome. It’s easy 
for me to say: “We have all of the confounders,” but that would actually be a 
huge decision. We have to make sure that we really know what the differences 
are between them. If we don’t know them, then it would be nice to be able to 
run a randomized experiment, where T is then random. If it’s random, then it’s 
unrelated to any X that you thought of, and also unrelated to all of the Xs that 
you didn’t think of. We can’t always do this, however, so we are stuck with 
choosing our own Xs. This is our setup: 



Gary King on Simplifying Matching Methods for Causal Inference Gary King 
 

10

TEi  Yi (1) Yi(0) 

 observedunobserved 

This is the treatment effect (TE) for the treated observation, which is i. 
The TE for one observation is the difference in the two potential outcomes. 
One is observed, and one is not observed. For a treated observation, i, “1” 
means it’s treated, and “0” means it’s not treated. They are not two different 
observations, rather they are the same observation. In fact, we can just get rid 
of the “1” because we can see that it is the value of the dependent variable, and 
this is the value that it would’ve been if that observation had not become inept. 

One nice way to think about matching is: “We don’t know that; we need 
to estimate that; where are we going to get that from?” We look two 
observations which are the same based on the pretreatment confounders. One 
got treated and one didn’t. If it’s possible, that’s what we would like to find, 
but we could estimate it if we have a big enough control group. We don’t 
estimate for every single observation, because there is a lot of randomness, so 
we’ll look at the mean of the treatment effects over all of the treated units, 
which is the Sample Average Treatment effect on the Treated (SATT), or you 
could look at it over all of the units. There is one other quantity of interest to 
focus on, which other than the SATT, is the Feasible SATT, or FSATT. 

The FSATT is basically the same as the SATT except that because some of 
the treated units don’t have a control unit nearby, you prune those treated units 
too. However, you have to be careful, because you are changing the quantity of 
interest. It’s a little weird, but it’s part of the statistical procedure and it’s 
perfectly fine. Do you know the story of the guy looking for his keys under the 
lamppost? He is a drunk looking for his keys, and he’s looking under the 
lamppost and they ask: “Why are you looking under the lamppost?” And he 
answers: “Because there is light here.” He’s actually doing the right thing. He 
has no chance of finding his keys anywhere else, so he looks in the place 
where he could conceivably find them. That’s what we do as social scientists. 
We can then follow this preprocessing step with whatever statistical procedure 
we would have otherwise used without matching, and all of the influential 
statistics then follow. We prune observations like a game of musical chairs, 
that is, we prune the ones that don’t get matched. This makes the control 
variables, or confounders, matter less. Therefore, the modeling that is 
necessary to control for co-variables doesn’t really matter, and we reduce 
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imbalance, model dependence, researcher discretion and bias. That was the 
slightly more technical explanation of matching. 

Let me give you another perspective on what matching is. You have a big, 
messy observational dataset, and you would like to randomly assign treatment 
and control, but instead you do matching. So, one way of thinking about 
matching is that we look inside this big, messy dataset for a subset of the data 
which is pretty close to what it would have been if we had randomized. 
Matching is looking for the pristine, hidden, randomized experiment inside the 
observational dataset. There are many types of experiments, but there are two 
that are particularly important in this case. The first is called “complete 
randomization”. It’s the standard, classic approach. For example, we could take 
one person and flip a coin: heads the person gets the medicine, and tails the 
person gets the control, and we flip one coin for each person. That’s how 
complete randomization works. 

The other experiment is the “fully blocked” experiment, a special case of 
which is the matched-pair experiment. This is where we take one person and 
then look for another person who is exactly the same in all respects. We then 
flip a coin for the two of them: heads one person gets the treatment and the 
other person gets the control, and for tails the reverse. For example, let’s say 
two people match just on gender: let’s say two males. We flip a coin, and then 
we have one male in the treated group and one male in the control group, so we 
match on that exactly. If there are ten variables that they match on before 
flipping a coin, then those ten variables would match exactly. If we instead did 
complete randomization, all of the men could just by chance end up on one 
side and all of the women on the other side; or all of the healthy people could 
end up on one side and all of the unhealthy people on the other side. If n is 
larger, this is not going to happen, but we only have so much time and money, 
we’d like to finish one project and get on to the next one, and we can’t collect 
data forever. 

The goal of these two experiments is to balance covariates. There are two 
kinds of covariates: the ones you know about and measured – the observed 
ones – and the ones you either don’t know about or didn’t measure – the 
unobserved ones. Under complete randomization, on average the observed data 
is balanced if you get enough observations, and thanks to the miracle of 
randomization, you also balance the unobserved data, which are the things you 
didn’t see or didn’t think of. However, a matched-pair experiment is even 
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better. This is because there is exact matching on the observed variables, and 
on average still balance between the unobserved variables. 

Fully blocked experiments dominate complete randomization because 
they have less imbalance, less model dependence, more power, more efficiency, 
less bias, more robustness, and fewer research costs. If you are running an 
experiment in graduate school, you will get out of graduate school faster if you 
use a fully blocked experiment. In the paper where we described the 
experiment that we ran in Mexico (Imai, King, Nall 2009), we were able to 
estimate how big the standard errors would be under each of these two designs, 
and we found that the standard errors were as much as 600% smaller with a 
matched-pair experiment than with a completely randomized experiment. 

If Propensity Score Matching (PSM) works really well, its goal is complete 
randomization. For every other matching method, the goal is to achieve a fully 
blocked experiment. So, PSM has lower standards and doesn’t try to achieve as 
much. Of course, if you were able to get to complete randomization, that would 
be pretty good for an observational study, but if you could get to a fully blocked 
experiment, that would be even better. Other methods dominate PSM – they 
are just uniformly better. However, it gets even worse for PSM, in a surprising 
way that took us years to understand. 

I will now describe three methods of matching. The first is Mahalanobis 
Distance Matching (MDM). It approximates a fully blocked experiment, not 
merely complete randomization. The general idea is to first preprocess the data 
with matching, and then run whatever statistical procedure you are going to run 
afterwards. The way it works is that you take each person, or unit, that received 
treatment and you figure out the distance to another unit that didn’t receive 
treatment. You measure distance with Mahalanobis distance, which is 
standardized distance. In general, you shouldn’t standardize your variables, 
because standardization basically throws away the substance, and you don’t 
really want to do that, so it’s usually better to use Euclidean distance instead. 
But in any event, this is just a mathematical way of taking each observation, 
which has a certain amount of variables, or pretreatment confounders, and 
figuring out the balance between their variables. You then match each treated 
unit to the nearest control unit. Control units are not used more than once and 
are pruned if they aren’t used, and once all the matches are set up, we then put a 
caliper in place, which is the largest distance we are willing to tolerate. Beyond 
that caliper, we also delete the treated units. That’s the basic idea. 
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Let me show you a visual version of this. I have two explanatory variables, 
or two confounders: age and education. Here are some treated units and some 
control units: 

 

 

In this graph there is no dependent variable; these are two explanatory 
variables. We have treated units and control units. We take each treated unit 
and find the nearest control unit within the pretreatment confounders, which in 
this case is simply age and education – measured in Mahalanobis distance. 
This is the answer: 
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The ones that don’t get matched lose the game of “musical chairs”, so they 
go away. This is now our pruned dataset, and you can now do whatever you 
want with it: 

 

 

Let me give you one more example of MDM, to give you a feel for the 
best case scenario: 

 

 

Again, within age and education, for every treated unit there is a close 
control unit. They sit right on top of them. There is also a bunch of other 
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control units which we really don’t need, so we’ll just prune them and make 
them go away, and this is our dataset: 

 

 

This is a wonderful and beautiful dataset, because no matter what model 
you run, you are not going to be able to predict which unit is treated or 
controlled. Education and age have no effect on how likely the unit is going to 
be T or C. That’s the advantage of this method and this is how it reduces model 
dependence. This is the best case for MDM and everything works just as you’d 
expect it to. It’s not going to be this way for PSM, however. 

The second method is Coarsened Exact Matching (CEM). It’s an easy method, 
and I think it’s the most powerful and easiest to use approach. It approximates 
a fully blocked experiment, not merely a completely randomized one. It works 
by preprocessing, matching, and then estimating. Here is how matching works 
for CEM. You temporarily coarsen X as much as you are willing to. For example, 
if “years of education” is your variable, we in data analysis would sometimes 
coarsen this to “grade school”, “high school”, “college”, “graduate school”, etc. 
It’s a serious data analytic choice as to whether you are willing to coarsen it or 
not, but I think we all understand what it is. Why coarsen? Well, because you 
can’t find an exact match within the original variables. Since it’s very difficult, 
we make it easier in this very specific way. Sometimes doing it this way is better 
because you wouldn’t want to match a college dropout with a first year graduate 
student, but you might be willing to match a graduate student with somebody 
who has almost gotten through college. So, the points where you decide to cut 
can be really important. You then do exact matching within the coarsened X, 
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meaning you take the coarsened variables and find two people that are both in 
graduate school, for example, and you match them. You do this not only with that 
variable, but with all the other variables as well. You then sort the observations 
into strata, each with unique values for all the control variables on the coarsened 
scale. You prune any stratum that has either zero treated units or zero control 
units. This is how CEM works. There is one slight difference when estimating 
which is that you may have to use some weights. 

In this example, with age and education, instead of looking at each treated 
unit and finding the nearest control unit, we break up age and education into 
these coarsened limits. These categories are intended to be funny: 

 

You have to set meaningful categories, and once you have them, you throw 
away the original scale temporarily. This works not only with two variables, but 
also with any number of variables. 
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If within a bin there is at least both one treated unit and one control unit, 
we keep all of the units in the bin. So we are going to keep these: 

 

If there is only one unit in a bin, then there is nothing to compare it to, 
and this also applies to the unmatched Ts, since all control units are infinitely 
far away from them, we throw them away too. 

Question: So far you have always had more units in the control group and 
fewer units in the treated group. Is there any reason for this? 

Gary King: There are a few reasons for this. Of course, you could just 
swap C and T, so it doesn’t really matter, but it’s easier for me to say that I’m 
going to keep all of my Ts and only prune the Cs, which keeps the quantity of 
interest the same. There is nothing saying that the treated units are the people 
receiving the medicine, and that the people receiving the placebo are the 
control units, so you could simply switch them. However, the reason I’m doing 
it this way is that I’m making my quantity of interest a causal effect for the 
treated units while pruning away some controls, and this way I don’t change 
the definition of the quantity of interest. Yet, I’m also telling you that it’s OK 
to change the quantity of interest. It’s often the case that we are in a situation 
similar to this, but not always. 

What’s the causal effect within a bin? For example, in the bin with one T 
and five Cs, you could take the average value of the Cs and subtract it from the 
value of just that one T, and that would be the causal effect: 
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You could either average them within each bin, or you could tag one 
whole dataset with the weights. So that’s CEM. Let me show you the best case 
scenario for this method: 

 

Every treated unit is essentially on top of a control unit. We have good 
matches and throw away anything that doesn’t match. This is a beautiful 
dataset where the confounders have no effect on predicting what’s treated and 
what’s control. This is what it ends up as: 
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The last method is Propensity Score Matching (PSM). This is the most 
commonly used method, and it has been used in roughly 100,000 scholarly 
articles. It approximates a completely randomized experiment, not a fully 
blocked experiment, so it has lower standards. We use it to preprocess, and 
then do estimation by any method we want. How does it work? First we reduce 
all of our covariates into one variable. How do we do that? We run a logit of 
the treatment variable. The treatment variable is temporarily the dependent 
variable, and the explanatory variables in this logit are all of the confounders. 
The predicted value of treatment is called the propensity score, which means 
it’s the propensity to receive treatment. This is the equation for the logit model: 


iXii

e
XT 


1

1
)1(Pr  

You then calculate the distance, which is the absolute distance between a 
treated unit and a control unit on the propensity score scale, and you then 
match each treated unit to the nearest control unit on that scale. Control units 
are not used more than once, and we prune matches if the distance is greater 
than some caliper, which is how large of a distance you are willing to tolerate, 
and then there are many other adjustments to be made. Let me show you this 
visually. This is the estimated probability of receiving treatment. It goes from 
low to high. We run the logit, and it predicts T vs C as a function of age and 
education. We project the units over to the scale: 
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Every unit is now on the scale. We then temporarily throw away all of the 
data and only pay attention to this one dimension. So, as you can see, 
something that was two-dimensional has been reduced to one dimension. We 
might have something like 50 variables, and they would all be reduced to one 
dimension, so we are throwing stuff away, right? Once we have them all 
projected onto the scale, we then take each treated unit and match them to the 
nearest control unit: 
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We then throw away the units that don’t get matched, and this is now our 
dataset: 

 

 

We project it back and now there are fewer observations. So, we ignore 
the original multi-dimensional scale for doing the matching, we match on the 
propensity score scale, and that’s basically how it works. Let’s look at the best 
case scenario for PSM. This is a beautiful dataset where each treated unit is 
right on top of a control unit: 
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We then project all of them over to the propensity score scale: 

 

The best case, in theory, is that they all have the same propensity score. If 
you are running a randomized experiment where you are flipping coins, the 
propensity score is .5, meaning every unit has a .5 probability of receiving 
treatment. Now, I’m going to imagine in this particular example that everyone 
has a propensity score of .2, meaning that one out of five units receive 
treatment, and the rest receive the control. We are going to match them, but 
what does matching look like if all the propensity scores match exactly? How 
would you know which units to keep and which units to drop? You’d have to 
delete observations at random, but that doesn’t seem like a good idea, does it? 
That’s the problem. If propensity scores match exactly, which is supposed to be 
a good thing, then you’d be deleting observations at random. What dataset do 
you have where you would want to delete observations at random before 
running an experiment? There isn’t any way that could be helpful, right? So, 
we started out with a beautiful dataset, there was an exact match for every 
observation, then we did matching by propensity score, and the dataset that we 
got as a result has Ts that aren’t exactly on top of Cs. We used propensity score 
matching exactly the way it was designed to be used, and the result is that we 
didn’t get exact matches. If you have a big complicated model, you could 
predict which of these units are in which place on the basis of covariates, to 
some degree, but this leaves some extra model dependence for no reason. Even 
though PSM is achieving its objectives, it’s leaving model dependence on the 
table, and that’s what we are trying and avoid. It’s suboptimal. 
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I will summarize. PSM’s statistical properties have low standards. It 
sometimes helps, but it never optimizes. It is efficient relative to complete 
randomization, but it is inefficient relative to the more powerful fully blocked 
experiment. With PSM, if you have exact matching between the control units 
and the treated units, that implies that you have exact matching on the 
propensity score. It does not work the other way around. In the literature, 
everyone interprets this as working the other way around, but it does not work 
that way. It is not true that if you have exact matching on the propensity scores 
that you get exact matching on the covariates. 

Second, and this took us a lot of time to figure out, is what we call the 
“propensity score paradox”: when you do better you do worse. To begin with, 
random matching increases imbalance. Remember when I said PSM randomly 
deletes observations? Randomly deleting observations doesn’t keep the treated 
and control groups about the same, rather it spreads them further apart, which 
is a surprise. Think of how far you are to the nearest person in the room. Now, 
imagine half of you, or every other person, randomly left the room. Now, think 
of how close you would be to the next person. You’d be further away, so the 
matches wouldn’t be as good. If you get to all the propensity scores being the 
same, then you are literally matching at random. This means that you are 
pruning at random, which is producing imbalance, which leads to inefficiency, 
which leads to model dependence, which leads to bias. I’m making very strong 
claims here as to what around 100,000 scholarly articles have done, but let me 
show you an example. 

If the data didn’t have any good matches then the paradox wouldn’t be a 
problem, but then you would be in trouble anyway because there wouldn’t be 
any good matches in the data. People ask me at this point, doesn’t PSM solve 
the curse of dimensionality problem? No, the curse of dimensionality problem 
is not something that can be solved, it’s just a fact of the universe. In fact, the 
more covariates you have, the worse the paradox gets. 

PSM is blind where other methods can see. Here is a simulated example 
where there is covariate one and covariate two. In the bottom right-hand 
corner, I created one set of randomly generated treated units and one set of 
randomly generated control units. This is a completely randomized experiment: 
random with respect to the first covariate and random with respect to the 
second covariate. They are not exactly matched, but it’s still pretty good. 
Above that (the top right corner) is a matched-pair experiment where each 
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treated unit is matched almost exactly to each control unit (with a little bit of 
random variability). I also added a whole bunch of messy control units that are 
far from the treated units (on the left). I put these all together and imagined 
that we are going to analyze them all together. Let me explain what these two 
figures are on the right-hand side: 

 

The first row of pixels corresponds to this particular dataset, and the other 
rows correspond to the other thousand datasets that I created. I only need to 
describe the first row, because the others all came out the same. Mahalanobis 
distance does the right thing: it first prunes the Cs on the left (black), just as 
you would want, because these Cs are very far away from the Ts. Then it 
prunes the ones in the lower right (red), because these Ts are somewhat far 
from the Cs. It makes sense: first you prune the ones on the left, then you 
prune the ones on the lower right, and then what remains are the ones on the 
upper right (blue). That’s Mahalanobis distance from the left to the right. 

What happens with propensity score? It starts with the left, and it does the 
right thing at first by pruning these units on the left. As for the two areas that 
remain, PSM can only see a completely randomized experiment and it can’t see 
that a matched-pair experiment is better, so it doesn’t know the difference 
between these two experiments. If you ask it which of these two to prune, it 
won’t be able to tell the difference. As you can see, the ones in the lower right 
and upper right are all sort of random, and so they look the same to PSM. It’s 
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calculating distances based on the propensity score, not distances based on the 
data in the spaces. Let me give you another example: 

 
Controls: X1, X2 Uniform(0,5) 
Treateds: X1, X2 Uniform(1,6) 

I created this lower left square (blue), and I randomly put control dots in 
that square (blue). The control dots (blue) are randomly spaced out within the 
square. In the upper right square (pink), I slightly moved it to the top right, and 
I put treated dots in it (red). The treated dots (red) are randomly scattered in 
this square. In the overlapping area, I have both control and treated dots (blue 
and red). We want the matching method to find the overlapping area, so this 
seems like a good case for PSM because there are no experiments that are 
exactly matched here. It is a completely randomized experiment, just as PSM 
intends to find. As for MDM, it matches each treated dot (red) to the nearest 
control dot (blue). It’s a little hard to see, but the darkness of the line is the 
order in which they are pruned. It does exactly what you’d expect: when they 
are close, it’s much less likely to prune them, while the ones it prunes have the 
longest distances, which are the treated dots (red) and the control dots (blue) 
which have to go far to find a match. This is what we would expect. 

PSM is blind. It can only see in one dimension. Dots are matched even 
though there are nearby dots that are closer. It doesn’t make sense, but it makes 
sense to PSM because it can only see in one dimension. Now let me go one 
step further, taking the same data and making a dependent variable with this 
model: 
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Yi 2Ti X1i X2i i 

i N (0, 1) 

I am trying to measure model dependence, so how am I going to do that? I 
simulated what we might do in the privacy of our own office or dorm room. 
We would go spend two years or so collecting data, then we would set up the 
analysis, run our regression once and run it again and again with some 
adjustments, we would do all kinds of things that could generate model 
dependence, and they are for good reasons, but we know that discretion can 
lead to bias. How do I simulate this? I came up with a whole bunch of 
regressions that are simulated. Here’s one regression, which is the top line 
(red). Then I ran a regression with X1 squared, then with X2 squared, then 
with X1 times X2, then with X1 times X2 and X squared. I ran a total of 534 
regressions. I don’t know what the truth is, but in each one of these 534 
regressions, the point is to estimate the number “2”. 

So what’s model dependence? Model dependence is the variation across 
the 534 regressions. I ran the 534 regressions, then I calculated the variance 
across all of them. According to MDM, the worst match was found, I pruned it, 
then I reran all 534 regressions, and I calculated the variance across the 
estimates of the causal effect, and it dropped a little. I then rounded the worst 
match that was left and I deleted it. I ran the 534 regressions again, and I 
calculated model dependence again. As we deleted observations that were 
badly matched, we reduced the variance across the 534 regressions, and model 
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dependence was reduced. Eventually we got rid of all model dependence. 
That’s what MDM does. 

At the beginning PSM did the right thing, it went all the way down to the 
point where it reaches approximate complete randomization. However, at that 
point it’s blind. What happened? It kept matching on the basis of random 
deletions and so it started to increase imbalance. By randomly deleting 
observations, it makes things worse. Rather, you should only be throwing away 
observations in order to make things better. It’s like walking into a shoe store, 
giving them some money, and the proprietor saying: “May I please have your 
shoes now?” You expect a pair of shoes from him, but instead you give him 
money and you also give him your shoes. That doesn’t seem like a very good 
procedure, but that’s what PSM does. 

The vertical axis is the variance across the estimates of “2”, and it is 
reduced as you prune. Let’s look at bias, which means estimating for the 
number “2”. If we run 534 regressions, which one will you pick? I’m going to 
say that you might be slightly biased in favor of your a priori hypothesis. How 
do I model this in the simulation? I imagine that you just ran 534 regressions 
and picked the maximum one, which is the worst bias that you could have with 
all the extra discretion. With no matching, the estimate is about “4”, even 
though it should be “2”. With MDM, as you prune the worst possible 
observations or the worst possible matches, you reduce the bias essentially all 
the way down to “2”. For PSM, it’s definitely doing good things at first, and 
then it starts to take your shoes away, meaning it starts to make things worse 
and diverge away from “2”. Now you could ask to me: “OK you had a lot of 
fun making up data, but what about real data?” 
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Here is some real data: 

 

This is an actual article in the Journal of Politics where we started off on 
the horizontal axis with the number of units pruned, and on the vertical axis is 
imbalance. With MDM, we prune the worst observations, we calculate 
imbalance, and it goes down and continues to go down, which is exactly what 
you would expect. CEM is pretty much the same. Now, for comparison, I tried 
just randomly deleting observations, and of course imbalance got worse. Now, 
imagine if we had a sample survey and we were estimating the mean. What 
would happen as we randomly added observations to our dataset? The standard 
error is sigma over the square root of M, so as we get more observations, the 
standard error drops. It’s the same thing in reverse. As we delete observations 
randomly, the standard error, variance, model dependence, and imbalance all 
increase. So, that’s what randomness does. Now, what about with PSM? It also 
basically increases imbalance as we delete observations. This is an article from 
2012, and this is an article from 2011 by my coauthor Rich Nielson. With 
PSM, as you continue to prune, it just makes things worse very fast. 

When we first saw this graph, we really didn’t understand what was going 
on. This is a method that has been used in around 100,000 articles, after all. So 
we advertised on the internet, asking: “Is anybody doing matching? Is anybody 
estimating causal effects? Would you like some help? Send us your datasets, and 
we promise not to publish them or tell anyone you sent them to us. We will do an 
analysis and send it back to you.” We did this just so we could get more experience 
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with a diverse array of datasets. We got more than 20 datasets from people that 
wanted us to do their data analysis for them, and they all looked similar to this. 
The line always went up at the end. In real data this is actually very common. We 
then knew there was a systematic pattern, and then we figured out what it was. In 
observational data analysis, we push ourselves as hard as we can, but using PSM 
just makes things worse for us. So I’ll stop here and take questions. 

Question: 

I lost faith in matching due to all of the problems that you described with 
PSM, but basically the method is trying to find the best counter factor. What 
are we losing by pruning the unused data? If you think of the question of 
continuity, you get a local average treatment effect by looking at different 
factors. What are we losing? Are we getting something close to a local average 
treatment effect with this method? What about counter factors? 

Gary King: 

The local average treatment effect we can almost think of as matching, 
except for where there is discontinuity. By local average treatment effect, what 
we mean is that the quantity of interest has been potentially changed. The 
effect after the discontinuity might be different, which we can’t really test. 
Since it was done in an area where a reliable answer could be gotten, that’s a 
useful contribution to knowledge. The things we are deleting are probably very 
similar to the observations that are further away.  

The two methods can go together. At the discontinuity, there are typically 
layers of all of the variables. The key variable you would be focusing on is the 
discontinuity variable. The matches are quite good, but they are not perfect 
because some are above the line and some are below the line. It turns out that 
typically you may have twenty other variable measurements, and if it is the 
case that the ones before the discontinuity are the healthy people, and the ones 
afterwards are the unhealthy people, then that’s a bad match. I would do both 
methods. If you have a discontinuity variable, that’s a great thing, but I would 
also check with matching. 

Question: 

You describe the best case scenarios, but I keep thinking about the worst 
case scenarios. Your methods seem to be very data intensive, meaning that you 
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need to have a large n. You only use two dimensions here, but with other cases 
where there are more than two dimensions, like ten variables, then it’s even 
harder to find a good match, so you need to have a lot of data to use this 
method, right? Even though you have a semi-large n, you talk about this 
method getting rid of human discretion, but sometimes I find that people 
choose the number of variables to match. So, if I cannot get a good match, then 
I can choose the number of covariates. So, there is still some human discretion 
when people choose the number of covariates. What would be your suggestion 
for this? 

Gary King: 

You need good matches. A lot of data may help you, but not necessarily. 
In some ways there is no way around any of this. If you have a good set of 
matches, then everything is good, and you don’t have to worry about models. 
Suppose you don’t have a good set of matches, perhaps because you didn’t 
start with a large enough number of observations, perhaps because it just 
wasn’t a good dataset. What do you do at that point? You would have to make a 
compromise with how you match. You could coarsen more, you could deal 
with Mahalanobis distances that are further, or you could drop some of the 
variables that you’ve decided are not as important. However, any of these 
moves would leave model dependence on the table. What do you do at that 
point? At that point you have to model. You’ve reduced some model 
dependence, but you are left having to justify the model. Theory is going to be 
the only answer. It’s the only way that you are going to make any progress at 
that point. If you don’t do matching, then you have more model dependence, 
period. We are in this situation together. It’s not like you get out of this. If we 
don’t have enough observations, that’s just too bad. We would need more data. 

Question: 

Obviously in this case we are talking about a set of observed covariates. 
Suppose you have a situation where the observational dataset is purely 
observational, so there is no argument that it’s an actual experiment. You match 
in an appropriate manner, you run your model, and you find out that the 
unobserved confounder would have to have a really strong impact in order to 
overcome the results. What do we do with observational data with no plausible 
experimental variation? 
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Gary King: 

Just to put your great question in context, like I said at the beginning, 
everything here is conditional upon the chosen set of covariates. If those are 
wrong, then we are spending our time controlling for things that don’t really 
matter, while the things that do matter we haven’t controlled for. If this is the 
case, then we have a real problem. The best thing to do is to go get better data. 
If there are better covariates, or better confounders, then we should go measure 
those. If we know that there is an important confounder, but we can’t measure 
it, then we should do a sensitivity analysis to see what the effect of that might 
have been. I think this is a great procedure. We should first focus on the data 
that we have. If we have data, and we have measured confounders that we 
know are confounders, ones that are related to the treatment and affect the 
outcome, and if we have not matched them to deal with the problem that we 
have actually observed, then we have no business trying to deal with the 
problem that we have imagined. Unless we can do a randomized experiment, 
we can’t really be sure we have all of the confounders. 

I notice that in most fields there are three or four variables that everybody 
agrees are big and important confounders, and then there are like 50 others that 
we have no idea about. In political science, party ID is an important one, right? 
It has a coefficient of .8, and it doesn’t matter what the dependent variable is. 
In medical fields, prior health status, age, education, how healthy you are: 
excellent, good, fair, poor – those are the usual measures. Those things have a 
coefficient of .8. Then they’ve also got hair color and all kinds of dummy 
variables. In most fields it’s actually sort of like that. Of course, that’s based 
upon the knowledge of prior experiments, and all of the prior experiments may 
have ignored a big covariate, such as some genetic structure that has never 
been measured or something like that. 

Question: 

In the field of machine learning, there is a method of unsupervised 
learning which could help us to constrain or measure the distance between 
different observations in our data. I would like to know what you think of this 
kind of method and if you think it could help us do matching or not. Do you 
think this method could be a disaster like PSM? 
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Gary King: 

I think unsupervised methods are really useful. I actually wrote an article 
on these with Justin Grimmer, a former student of mine, called “Computer- 
assisted Clustering and Conceptualization.” That’s really what it is, right? They 
help us come up with ideas, which would sound shocking because we generally 
think that’s what humans do and that computer do the other stuff. What the 
clusters are is actually fundamentally important. In the talk I gave on “Reverse 
Engineering Chinese Government Information Controls”, the clusters were the 
categories “criticism” and “collective action”, which we just didn’t think to 
separate. We came up with a theory eventually, that is we made it up, but we 
got it from the data. We thought about it and went back to prior evidence, and 
then we came up with the idea. So, interacting with the data is the best way to 
come up with these ideas. If it helps you figure out the metric of what 
observation is near a non-observation, it could be really useful. 

Question: 

Could it be possible that if you are throwing away all of the unnecessary 
data, you could end up not having a sufficient number of observations for your 
analysis? Your advice is to go out and generate more data, but sometimes it is 
very difficult to do so, especially when dealing with Chinese studies. 

Gary King: 

Well the ultimate answer is to always get more data, but actually the part 
of the talk that I didn’t cover is about dealing with imbalance and the number 
of observations at the same time. So if you look up “The Matching Frontier”, 
this is when we figured out how to optimize both. Of course, it still may be the 
case that you don’t have enough observations. “The Matching Frontier” 
method will optimize it as best as possible, given the observations that we 
have, but it would still be best if you just got more data. 

For more information, articles, & software, visit: GaryKing.org 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


